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General remarks

 citations are becoming more important 

than publications

 journal paper ≠ journal paper 



How to get cited?

 Current content (references)

 Clear description of the idea

 Verification of results

 Wording of the title

 Abstract
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MEMS - gyroscope

MEMS Annular Rotating 

Sensor (MARS)

1 mm

All fabrication processes 

done in the  ANMSTC



Humans are relatively unreliable element in control 

systems

Humans are capable not only of solving many scientific problems, but also in 

the process they are making mistakes. For example, even very good students 

are not able to solve long problems requiring complex calculations without 

making errors in the process

In the early stage of development of VLSI chips, required mask was manually 

cut  on a foil and when the number of transistors in the circuits was larger than 

50, then chances of successful production of a chip was very slim.

Also, with usage of computers humans were the weakest link in the chip 

design process where many different software were used.  For example, when 

humans were required to manually enter data obtained from one software to 

another software then again errors were generated.

Conclusion:  We should try to replace humans in 

control systems if possible



Methods of artificial / computational intelligences are 

possibly best candidates to replace humans 

What is the difference between artificial intelligence and 

computational intelligence?

The goal of artificial intelligence  is to be 

undistinguishable form humans.

Computational intelligence is trying to solve problems 

better than humans
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Is this new technological revolution?
• 150  years ago man power was replaced by machines (steam and 

electric)

• 20  years ago significant portion of man brain functions were 

replaced by computer (calculations, administrative functions, voice 

and image recognitions etc)

• We are still claiming that we are the most intelligent creatures in 

the universe, but for how much longer?

The conclusion:

The system of computational intelligence

can be smarter than humans

Artificial Intelligence  or True Intelligence
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Find clusters

Find number of clusters and its location in 4-dim. space
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Adding neurons as needed using

minimum distance concept
much simpler and more efficient then ART

1.  First pattern is applied and the first neuron is introduced

2.  Next pattern is applied and then:

a) If distance form all existing clusters is larger then threshold then a new 

neuron is added

b) Else weights of the closest neuron are updated

1m

m k
k

XW
W

where m is the number of previous patterns of a given set which were used to 

update this particular neuron and α is the learning constant
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Adding neurons as needed using

minimum distance concept
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Limitations of fuzzy systems

There are two major ways to design fuzzy controllers: 

1. Mamdani 

2. Tagagi, Sugeno and Kun  (TSK)
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Number of inputs limited to 3 or 4
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Limitations of neural networks
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Control surfaces obtained with neural controller using (a) 3 neuron network, (b) 

4 neuron network
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Comparison of fuzzy system and neural 

networks
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Solution of the two spiral problem using FCC

architecture with 6 neurons (2=1=1=1=1=1=1)

Solution of the two spiral problem using 

BMLP architecture with 7 neurons 

(2=2=2=2=1).

Solution of the two spiral problem using 

MLP architecture with 13 neurons (2-4-4-4-

1).





Polynomial approximations
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defuzzyfication rules 

Performance of Fuzzy Systems 

and Neural Networks



Control surface of TSK fuzzy controller with equally spaced membership function 8 in 

x-direction and 6 in y-direction (a) trapezoidal membership functions (b) triangular 

membership 

Performance of Fuzzy Systems



-10

-5

0

5

10
-10

-5

0

5

10

-10

-5

0

5

10

-10

-5

0

5

10
-10

-5

0

5

10

-10

-5

0

5

10

Control surface obtained with neural networks (a) 3 neurons in cascade (12 weights) 

Training Error=0.21049 (b) 4 neurons in cascade (18 weights) Training 

Error=0.049061

Performance of Neural Networks
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Training Error=1.118e-005

What is wrong with Neural 

Networks ?

EBP is not able to train optimal architectures



Surface matching problem: (a) Required 2-D surface with 37×37=1,369 points, used 

for verification; (b) 10×10=100 training patterns extracted in equal space from (a), 

used for training.

Other example



The best training result in 100 trials, using LM algorithm, 8 neurons in FCC network 

(52 weights); maximum training iteration is 1,000; SSETrain=0.0044, SSEVerify=0.0080 

and training time=0.37 s.

NBN – 8 neurons



The best training result in 100 trials, using EBP algorithm, 8 neurons in FCC network (52 

weights); maximum training iteration is 1,000,000; SSETrain=0.0764, SSEVerify=0.1271 

and training time=579.98 s.

EBP – 8 neurons



The best training result in 100 trials, using EBP algorithm, 13 neurons in FCC network 

(117 weights); maximum training iteration is 1,000,000; SSETrain=0.0018, 

SSEVerify=0.4909 and training time=635.72 s.

EBP – 13 neurons
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Supervised learning rules for single 

neuron

xw ci
correlation rule (supervised): d

perceptron fixed rule: od

perceptron adjustable rule - as above but the learning constant is 

modified to:

2

*

xxx

wx net
T

T

LMS (Widrow-Hoff) rule: netd

delta rule: 'fod

pseudoinverse rule (the same as 

LMS):

dTT
xxxw

1
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Assumptions: JJA
T2 and eJg T2

where J is Jacobian and e is error vector
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Levenberg - Marquardt method:
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Levenberg-Marquardt Algorithm (LM)
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Newton method:

Gauss-Newton method:



Levenberg-Marquardt Algorithm (LM)

Very powerful and very fast

Can train only MLP architectures so 

optimal and most powerful architectures 

cannot be trained

Size of Jacobian proportional to number 

of patterns so only relatively small 

problems can be solved



Neuron by Neuron Algorithm (NBN)

Very powerful and very fast  

Can train any NN architectures so any architectures 

can be trained (including most powerful ones)

Jacobian is not calculated and stored so problems with 

basically unlimited number of patterns can be 

effectively trained

Easy way of adding (or removing training patterns 

without a necessity of retraining  of entire set

Only forward pass in the contrast to most algorithms 

where both forward and backward computations are 

needed
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for all patterns (np)

% Forward computation

for all neurons (nn)

for all weights of the neuron (nx)

calculate net;                   

end;

calculate neuron output;    

calculate neuron slope;      

end;

for all outputs (no)

calculate error;                   

%Backward computation

initial delta as slope; 

for all neurons starting from output neurons (nn)

for the weights connected to other neurons (ny)

multiply delta through weights

sum the backpropagated delta at proper nodes

end;

multiply delta by slope (for hidden neurons);

end;

related Jacobian row computation;    

end;

end;



Sum of squared errors as a function of number of iterations for the Parity-4 problem using EBP algorithm, and 

100 runs

Result of parity-4 training using NBN algorithm with 4-3-3-1 architecture, and 100 runs

Number of iterations

Success rate

Training time

7956

46%

3297ms

Number of iterations

Success rate

Training time

17

69%

15ms



Conclusions

Researchers are using wrong architectures: 

MLP instead of ACN

Researchers are using excessive number of 

neurons

First order algorithm such as EBP is not able 

to train optimal networks

Popular second order algorithm such as LM 

can train only MLP networks

The newest version of NBN software can be downloaded from

http://www.eng.auburn.edu/~wilambm/nnt/


